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Introduction

L'entreprise FINPLUS, en tant que fournisseur de services financiers, occupe une position
centrale dans la gestion des transactions financiéres de ses clients diversifiés, allant des
particuliers aux petites entreprises. Face aux risques potentiels tels que les cyberattaques,
les pannes matérielles, et les catastrophes naturelles, la nécessité d'un Plan de Continuité
d'Activité (PCA) devient impérative. Ce document vise a établir une approche robuste pour
maintenir des opérations minimales pendant une interruption, assurant ainsi la stabilité et la

securité des services financiers cruciaux fournis par FINPLUS.

Responsabilités Assignées

Responsable Global du PCA :

o Le Directeur de la Sécurité Informatique, est désigné comme le responsable global du

PCA, assurant la coordination et la supervision du processus de continuité d'activité.
Responsable de la Communication :

e Le Responsable de la Communication, est chargé de la diffusion d'informations aux
employés, aux clients et aux partenaires pendant une interruption, assurant une

communication transparente.

Identification des Actifs Critiques

1. Serveurs Physiques Haute Performance :
« Applications bancaires en ligne
e Services de gestion de portefeuille
e Systémes de paiement électronique
2. Systemes de Stockage Dédiés :

« Données financieres



e Sauvegardes automatisées
3. Technologies de Virtualisation :
« Maximisation de l'utilisation des ressources matérielles
o Gestion des serveurs
4. Réseau Redondant :
e Chemins multiples pour une disponibilité constante
5. Pare-feu Sophistiqué :
« Filtrage du trafic entrant et sortant
6. Connexions Haut Débit :
« Internet a haut débit avec liaisons de secours
7. Pare-feu et IDS/IPS:
o Pare-feu nouvelle génération
e Systémes de détection et de prévention des intrusions
8. Cryptographie:
e Protocoles de cryptage avances
« Chiffrement des données sensibles en transit
9. Authentification Forte :
e Systémes d'authentification multifactorielle

10.Serveurs Dédiés pour Applications Bancaires en Ligne :



o Gestion des comptes

e Virements

o Paiements en ligne
11.Infrastructure pour Terminaux de Paiement Electronique :

« Protocoles sécurisés de traitement des transactions
12.Bases de Données Clients :

e Bases de données distribuées

e Sauvegardes réguliéres
13.Centre de Données de Secours :

o Site de Reprise d'Activité

e Serveurs et systemes de stockage redondants

e Mécanismes de réplication des données en temps réel
14.Systemes de Gestion des ldentités :

e Contrble de I'accés des employés et des clients

e Gestion centralisée des autorisations et des droits d'acces
15.Gestion des Patches Automatisée :

e Processus automatisés de gestion des patches
16.0utils de Surveillance en Temps Réel :

e Suivi des performances du réseau, des serveurs et des applications



« Alertes automatiques en cas de défaillance ou de comportement anormal
17.Gestion des Incidents :

e Procédures documentées pour la gestion des incidents de sécurité

« Equipes dédiées

e Plan d'intervention d'urgence

Evaluation des Risques

1. Serveurs Physiques Haute Performance :

« Disponibilité : Risque de temps d'arrét en raison de pannes matérielles, défaillances

logicielles, ou attaques DDoS.
e Intégrité : Risque de compromission des données stockées sur les serveurs.
o Confidentialité : Risque d'acces non autorisé aux données sensibles.
Menaces potentielles : Pannes matérielles, attaques DDoS, piratage, acces non autorisé.
2. Systemes de Stockage Dédiés :

« Disponibilité : Risque de perte de données en raison de pannes matérielles ou de

corruption des données.

e Intégrité : Risque de manipulation ou de modification non autorisée des données

stockeées.
o Confidentialité : Risque de divulgation non autorisée des données sensibles.
Menaces potentielles : Pannes matérielles, corruption des données, accés non autorisé.

3. Serveurs Virtuels et Clusters :



« Disponibilité : Risque de défaillance des serveurs virtuels ou des clusters.
« Intégrité : Risque de compromission des machines virtuelles.
« Confidentialité : Risque d'acces non autorisé aux donneées virtuelles.

Menaces potentielles : Attaques sur la virtualisation, erreurs de configuration, acces non

autorise.
4. Réseau Redondant :
o Disponibilité : Risque de défaillance du réseau ou de surcharge.
e Intégrité : Risque de manipulation des données pendant la transmission.
o Confidentialité : Risque d'écoute non autorisée des communications.
Menaces potentielles : Attaques par déni de service, attaques man-in-the-middle, sniffing.
5. Pare-feu Sophistiqué :
e Disponibilité : Risque de compromission du pare-feu.
e Intégrité : Risque de contournement du pare-feu.
o Confidentialité : Risque de non-détection des menaces.
Menaces potentielles : Contournement du pare-feu, attaques ciblées.
6. Connexions Haut Débit :
e Disponibilité : Risque de perte de connexion.
e Intégrité : Risque de corruption des données pendant la transmission.

o Confidentialité : Risque d'interception des données.



Menaces potentielles : Pannes réseau, interception de données, attaques par déni de

service.
7. Systémes de Sécurité (IDS/IPS) :

« Disponibilité : Risque de défaillance des systemes de détection/prévention des

intrusions.
o Intégrité : Risque de fausses alertes ou de non-détection.
o Confidentialité : Risque de non-détection des activités malveillantes.

Menaces potentielles : Attaques visant a désactiver les systemes de détection, attaques

sophistiquées.
8. Cryptographie :
o Disponibilité : Risque de défaillance des mécanismes de cryptographie.
e Intégrité : Risque de compromission des clés de cryptage.
« Confidentialité : Risque de déchiffrement des données.
Menaces potentielles : Attaques sur les algorithmes de chiffrement, vol de clés.
9. Authentification Forte :

o Disponibilité : Risque d'interruption de l'acces en cas de probleme avec les

systémes d'authentification.
e Intégrité : Risque d'usurpation d'identité.

o Confidentialité : Risque d'acces non autorisé en cas de compromission des

mécanismes d'authentification.



Menaces potentielles : Attaques par force brute, usurpation d'identité, compromission des

clés d'authentification.

10. Serveurs d'Applications Bancaires en Ligne :
« Disponibilité : Risque d'indisponibilité des services bancaires en ligne.
« Intégrité : Risque de manipulation des transactions.
o Confidentialité : Risque de divulgation d'informations sensibles.

Menaces potentielles : Attaques sur les serveurs, manipulation des transactions, acces non

autorise.

Définition des Objectifs de Récupération

1. Serveurs Physiques Haute Performance :

e« RTO : Objectif de récupération dans les 4 heures en cas de défaillance.

e« RPO : Objectif de reprise avec une perte maximale de données de 30 minutes.
2. Systemes de Stockage Dédiés :

e« RTO : Objectif de récupération dans les 2 heures en cas de défaillance.

e« RPO : Objectif de reprise avec une perte maximale de données de 15 minutes.
3. Serveurs Virtuels et Clusters :

e« RTO : Objectif de récupération dans les 3 heures en cas de défaillance.

e« RPO : Objectif de reprise avec une perte maximale de données de 20 minutes.
4. Réseau Redondant :

e« RTO : Objectif de récupération dans les 2 heures en cas de défaillance majeure.



« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.
5. Pare-feu Sophistiqué :
e« RTO : Objectif de récupération dans les 4 heures en cas de défaillance.

« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.
6. Connexions Haut Débit :
e« RTO : Objectif de récupération dans les 6 heures en cas de défaillance majeure.

« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.
7. Systemes de Securité (IDS/IPS) :
e« RTO : Objectif de récupération dans les 3 heures en cas de défaillance.

e« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.
8. Cryptographie :
e« RTO : Objectif de récupération dans les 4 heures en cas de défaillance.

e« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.
9. Authentification Forte :

e« RTO : Objectif de récupération dans les 2 heures en cas de défaillance majeure.



« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.
10. Serveurs d'Applications Bancaires en Ligne :
e RTO : Objectif de récupération dans les 4 heures en cas de défaillance majeure.

« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.
11. Infrastructure de Terminaux de Paiement Electronique :
e« RTO : Objectif de récupération dans les 3 heures en cas de défaillance majeure.

« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.
12. Bases de Données Clients :
e« RTO : Objectif de récupération dans les 2 heures en cas de défaillance.
e« RPO : Objectif de reprise avec une perte maximale de données de 15 minutes.
13. Centre de Données de Secours :
e« RTO : Objectif de récupération dans les 8 heures en cas de défaillance majeure.

e« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.
14. Systemes de Gestion des Identités :
e« RTO : Objectif de récupération dans les 2 heures en cas de défaillance.

e« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.



15. Systemes de Gestion des Patches :
e RTO : Objectif de récupération dans les 6 heures en cas de défaillance majeure.

« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.
16. Outils de Surveillance:
e« RTO : Objectif de récupération dans les 4 heures en cas de défaillance.

e RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.
17. Gestion des Incidents :
e« RTO : Objectif de récupération dans les 2 heures en cas de défaillance majeure.

e« RPO : Objectif de reprise avec une perte minimale de données, visant une

synchronisation en temps réel.

Mesures pour Maintenir des Opérations Minimales

1. Systéemes :
e Serveurs physiques haute performance :

e Mesure : Activation des serveurs redondants et des clusters dés la détection
d'une défaillance.
- La mesure consiste a maintenir une infrastructure préte a réagir
immédiatement en cas de défaillance d'un serveur physique haute
performance. Les serveurs redondants et les clusters sont préalablement
configurés pour étre activés automatiqguement des qu'une défaillance est
détectée. Cela garantit une transition rapide vers des ressources alternatives

pour éviter toute interruption significative des services.



e Procédure : Surveillance constante de I'état des serveurs. En cas de
défaillance, basculement automatique vers les serveurs redondants.
- La procédure commence par une surveillance constante de I'état des
serveurs. Des outils de surveillance automatisée sont mis en place pour
surveiller les performances, la disponibilité des ressources, et tout signe
précurseur de défaillance. Par exemple, des capteurs de température, des
alertes de disque dur, ou des anomalies dans l'utilisation des ressources
peuvent étre surveillés en temps réel.
- En cas de détection d'une défaillance, la procédure inclut un mécanisme
automatique de basculement vers les serveurs redondants et les clusters. Par
exemple, un systeme de gestion automatisée peut rapidement réacheminer le
trafic vers les serveurs de secours et rétablir les services. Cette activation
automatique minimise le temps d'indisponibilité et assure une continuité
transparente des opérations.
- Un exemple concret pourrait étre |'utilisation d'une solution de virtualisation et
de gestion de cluster qui détecte la défaillance d'un serveur et transfere
instantanément les charges de travail vers les serveurs redondants. Cette
automatisation rapide garantit que les utilisateurs continuent a accéder aux

applications critiques sans perturbation notable.

2. Stockage :
e Systemes de stockage dédiés :

e Mesure : Utilisation des capacités de redondance pour assurer la disponibilité
des données :
- La mesure consiste a mettre en place des systémes de stockage dédiés
dotés de capacités de redondance. La redondance dans ce contexte implique
la duplication des composants critiques du systéme de stockage, tels que les

disques durs, les contrbleurs, ou les chemins d'accés aux données. Cela vise a



garantir la disponibilité continue des données, méme en cas de défaillance d'un

composant.

e Procédure 1: Surveillance Continue de I'Intégrité du Stockage :
- a. Outils de Surveillance Automatisée :
- Mettre en place des outils de surveillance automatisée tels que des logiciels
de gestion de stockage qui peuvent examiner en permanence |'état des
disques durs, des controleurs RAID, et d'autres composants essentiels.
- Exemple : Utilisation d'un outil de gestion de stockage qui fournit des tableaux
de bord en temps réel et des rapports sur I'état de chaque disque et de chaque
volume.
- b. Paramétrage des Alertes :
- Configurer des alertes pour des seuils prédéfinis, tels que des taux d'erreur
excessifs, une diminution de la performance, ou tout signe de dégradation de
I'intégrité du stockage.
- Exemple : Emission d'une alerte si le taux d'erreur d'un disque dépasse un

certain seulil

e Procédure 2 : Basculement Automatique vers les Sauvegardes Automatisées
en Cas de Défaillance :
- a. Détection Automatique de la Défaillance :
- Mettre en place des scripts ou des routines automatisées qui surveillent en
permanence les alertes générées par les outils de surveillance.
- Exemple : Un script qui analyse les alertes en temps réel et identifie
automatiquement une défaillance potentielle.
- b. Déclenchement Automatique du Processus de Basculement :
- Automatiser le processus de basculement des la détection d'une défaillance,
en mettant en ceuvre des politiques prédéfinies.
- Exemple : Configuration d'un systéme de gestion automatisée qui, lors de la
détection d'une défaillance, initie instantanément le basculement vers les
composants redondants.
- ¢. Vérification Automatique de I'Intégrité des Sauvegardes :

- Intégrer des mécanismes automatisés pour vérifier que les sauvegardes



activées sont valides et integres.

- Exemple : Un processus automatisé qui compare les signatures numériques
des sauvegardes avec des valeurs de référence pour garantir leur intégrité.

- d. Notification et Journalisation :

- Mettre en place un systeme de notification automatisé pour informer les
membres de I'équipe de l'incident et de la transition vers les sauvegardes.

- Exemple : Envoi automatique d'e-mails ou de messages d'alerte a I'équipe de
support et a la direction, avec des détails sur la défaillance et les actions
entreprises.

- e. Logs d'Evénements Automatisés :

- Assurer une journalisation automatique de I'événement, en enregistrant les
deétails de la défaillance, des actions de basculement, et des vérifications
effectuées.

- Exemple : Création automatique de journaux d'événements qui enregistrent
I'heure, la nature de la défaillance, et les résultats des vérifications post-

basculement.
3. Réseau :
e Réseau redondant :

e Mesure : Utilisation de chemins multiples pour garantir une disponibilité
constante :
La mesure consiste a mettre en place un réseau redondant en utilisant des
chemins multiples. Cela signifie que les données peuvent emprunter plusieurs
routes différentes pour atteindre leur destination, créant ainsi une redondance
des voies de communication. L'objectif est de garantir une disponibilité
constante du réseau méme en cas de défaillance d'une partie de

l'infrastructure.

e Procédure : Mise en place d'une surveillance constante du réseau. En cas
d'interruption, basculement automatique vers des chemins alternatifs.

- Outils de Surveillance :



- Mettre en place des outils de surveillance réseau, tels que des logiciels de
gestion de réseau (Network Management Systems) ou des solutions de
surveillance en temps réel. Ces outils doivent surveiller la bande passante, la
latence, et la disponibilité des chemins réseau.

- Alertes Automatisées :

Configurer des alertes automatisées pour informer I'équipe réseau en cas de
dégradation des performances ou d'interruption sur I'un des chemins. Les
alertes doivent étre déclenchées dés qu'une métrique critique est dépassée.

- Analyse des Alertes :

Dés réception d'une alerte, I'équipe réseau doit effectuer une analyse
approfondie pour déterminer la cause sous-jacente de l'interruption. Identifier si
I'interruption est due a une défaillance matérielle, une congestion du réseau, ou
tout autre facteur.

- Activation Automatique des Chemins Alternatifs :

Configurer des scripts ou des mécanismes automatisés pour activer
automatiquement des chemins alternatifs en cas d'interruption sur le chemin
principal. Assurer une transition fluide du trafic vers les chemins de secours

sans impact notable sur la connectivité.
4. Sécurité :
o Pare-feu nouvelle génération :

e Mesure : Inspection approfondie des paquets a plusieurs niveaux pour filtrer
les menaces.
- La mesure consiste a mettre en place un pare-feu nouvelle génération
capable d'effectuer une inspection approfondie des paquets a plusieurs
niveaux. Cela implique une analyse en profondeur des données transitant a
travers le pare-feu pour détecter toute activité suspecte ou malveillante. Les
niveaux d'inspection peuvent inclure la couche applicative, la couche réseau, et

la couche transport.



e Procédure : Paramétrage des régles de pare-feu en temps réel en fonction
des menaces détectées.
- Paramétrage Dynamique des Régles :
En fonction de l'analyse des menaces, ajustement dynamique des régles du
pare-feu.
Exemple : Blocage immédiat du trafic provenant d'adresses IP spécifiques
identifiées comme sources d'attaques.
- Mise a Jour Réguliere des Signatures :
Intégration réguliere de mises a jour de signatures de menaces pour rester a
jour face aux nouvelles vulnérabilités et aux attaques émergentes.
Automatisation du processus de mise a jour pour assurer une réactivité
constante.
- Réponse Automatisée ou Manuelle :
Selon la gravité de la menace, possibilité d'activer des réponses automatisées,
telles que le blocage immédiat. Pour les menaces plus complexes, intervention

manuelle pour ajuster les regles en conséquence.
e Systemes de détection et de prévention des intrusions (IDS/IPS) :

e Mesure : Surveillance proactive des activités suspectes.
La mesure consiste a mettre en place des systemes de détection et de
prévention des intrusions (IDS/IPS) pour surveiller proactivement les activités
du réseau et des systemes. Cela implique l'utilisation d'outils sophistiqués
capables d'analyser en temps réel les flux de données, de détecter des

schémas anormaux, et d'identifier des comportements suspects.

e Procédure : Alerte immédiate et blocage automatique en cas de détection

d'une intrusion.
e Cryptage avancé et Authentification multifactorielle :

« Mesure : Renforcement de la sécurité des données en transit et des acces.
La mesure consiste a mettre en place des protocoles de cryptage avancés

pour sécuriser les données en transit et a implémenter une authentification



multifactorielle pour renforcer I'accés aux systemes. Le cryptage avancé
garantit la confidentialité des données lors de leur transfert, tandis que
I'authentification multifactorielle ajoute des couches supplémentaires de
sécurité en exigeant plusieurs formes de vérification pour valider l'identité d'un

utilisateur

o Procédure : Vérification réguliere des protocoles de cryptage et mise a jour
des méthodes d'authentification.
Vérification des Protocoles de Cryptage : Effectuer des vérifications
régulieres des protocoles de cryptage utilisés pour les communications, tels
que SSL/TLS.
S'assurer que les protocoles en place répondent aux normes de sécurité
actuelles et ne présentent aucune vulnérabilité connue.
Mise a Jour Continue des Protocoles :
- Planifier des mises a jour régulieres des protocoles de cryptage en fonction
des recommandations de sécurité et des nouvelles versions disponibles.
- Appliguer les mises a jour de maniere proactive pour rester a jour avec les
derniéres avancées en matiére de sécurité.
Surveillance des Menaces :
- Mettre en place des outils de surveillance des menaces pour détecter toute
activité suspecte ou tentative de compromission des protocoles de cryptage.
Authentification Multifactorielle :
- Implémenter des méthodes d'authentification multifactorielle, telles que
I'utilisation de codes PIN, d'empreintes digitales, d'authentification par
application mobile, etc.
- Assurer que plusieurs facteurs sont requis pour valider l'identité d'un
utilisateur, renforcant ainsi la sécurité des acces.
Audit Régulier des Méthodes d'Authentification :
- Réaliser des audits réguliers des méthodes d'authentification en place pour
identifier les éventuelles vulnérabilités ou faiblesses.
- Corriger immédiatement les problemes identifiés et ajuster les méthodes
d'authentification en fonction des nouvelles menaces émergentes.

Formation des Utilisateurs :



- Sensibiliser et former les utilisateurs aux bonnes pratiques en matiére
d'authentification multifactorielle.
- Encourager les utilisateurs a signaler toute activité suspecte ou tout acces

non autorisé.
5. Services Web :
e Serveurs dédiés pour applications web sécurisées :

e Mesure : Utilisation de mécanismes de chiffrement SSL/TLS pour sécuriser les
transactions.
- La mesure consiste a mettre en ceuvre des mécanismes de chiffrement
SSL/TLS pour sécuriser les transactions sur les serveurs dédiés aux
applications web. Ce chiffrement garantit la confidentialité et I'intégrité des
données transitant entre les utilisateurs et les serveurs, réduisant ainsi le
risque d'interception ou de manipulation par des acteurs malveillants. La
configuration appropriée des certificats SSL/TLS est essentielle pour garantir

une communication sécurisée.

e Procédure : Surveillance constante de la sécurité des transactions. En cas de
menace, activation de mécanismes de protection.
- La procédure implique une surveillance continue de la sécurité des
transactions. En cas de détection d'une menace potentielle, I'équipe de
sécurité doit prendre des mesures immédiates pour prévenir toute atteinte a la
sécurité. Par exemple, en cas d'activité anormale, telle qu'une tentative d'acces
non autorisé ou une élévation des niveaux d'activité suspects, I'équipe doit étre
alertée. En réponse, des mécanismes de protection, tels que la restriction
d'acces, la mise en place de régles de pare-feu spécifiques, ou méme la
suspension temporaire des services sensibles, peuvent étre activés pour

minimiser les risques.

e Infrastructure dédiée pour terminaux de paiement électronique :



e Mesure : Utilisation de protocoles sécurisés de traitement des transactions.
- La mesure consiste a déployer des protocoles sécurisés de traitement des
transactions sur une infrastructure dédiée aux terminaux de paiement
électronique. Ces protocoles, tels que le protocole EMV (Europay Mastercard
Visa) pour les cartes a puce, garantissent la sécurité des transactions
financieres. lls incluent des mécanismes de chiffrement et d'authentification, ce
qui rend plus difficile pour les acteurs malveillants d'intercepter ou de manipuler

les données de paiement.

e Procédure : Surveillance en temps réel des transactions. En cas de
défaillance, basculement vers une infrastructure de secours.
- La procédure implique une surveillance en temps réel des transactions
effectuées via les terminaux de paiement électronique. En cas de défaillance
détectée, telle qu'une interruption soudaine des transactions ou des signes
d'activité suspecte, I'équipe responsable doit activer rapidement une bascule
vers une infrastructure de secours. Cela peut inclure la redirection des
transactions vers un centre de traitement alternatif ou I'activation de terminaux
de paiement de secours, assurant ainsi la continuité des services de paiement

méme en cas de défaillance de l'infrastructure principale.
e Bases de données distribuées :

e Mesure : Mise en place de sauvegardes régulieres pour prévenir la perte de
données.
- La mesure consiste a établir des procédures régulieres de sauvegarde des
données sur les bases de données distribuées. Ces sauvegardes réguliéres
permettent de créer des points de restauration fiables, minimisant ainsi le

risque de perte de données en cas d'incident majeur.

e Procédure : Automatisation des sauvegardes et vérification constante de leur
intégrité.
- La procédure inclut l'automatisation des processus de sauvegarde des bases

de données distribuées, assurant ainsi une exécution réguliére et fiable. De



plus, I'équipe doit mettre en place des mécanismes de vérification constante de
I'intégrité des sauvegardes. Des tests de restauration périodiques peuvent étre
effectués pour s'assurer que les données peuvent étre récupérées avec succes

en cas de besoin, renforcant ainsi la robustesse du plan de sauvegarde.
6. Centre de Données de Secours :

e Mesure : Utilisation d'un centre de données distant avec réplication des données en
temps réel.
- La mesure consiste a établir un centre de données de secours géographiqguement
distant du centre principal. Ce centre de données est équipé pour répliquer en temps
réel toutes les données critiques. La réplication en temps réel garantit une
synchronisation constante entre le centre de données principal et celui de secours,

minimisant ainsi la perte potentielle de données en cas d'incident majeur.

e Procédure : Activation automatique du centre de données de secours en cas
d'interruption majeure.
- En cas de détection d'une interruption majeure au centre de données principal, la
procédure d'activation automatique du centre de données de secours est déclenchée.
Cela peut étre automatisé par des systéemes de détection d'incident ou des alertes
spécifiques. Une fois activé, le centre de données de secours prend en charge
immédiatement toutes les opérations, assurant une continuité transparente des
services. La redirection du trafic vers le centre de données de secours doit étre

instantanée, limitant ainsi lI'impact sur les utilisateurs et les opérations.
7. Systemes de Gestion :
e Gestion des identités :

e« Mesure : Contréle strict de I'acces des employés et des clients aux différents
systéemes.
- La mesure implique la mise en place de politiques de gestion des identités qui

définissent clairement les niveaux d'acces autorisés pour chaque utilisateur.



Ceci est réalisé en attribuant des droits d'accés spécifiques en fonction des

responsabilités de chaque individu au sein de I'organisation.

« Procédure : Surveillance constante des accés et révocation immédiate des
droits en cas de menace.
- La procédure consiste a surveiller en permanence les activités d'acces aux
systemes. En cas de détection d'un comportement anormal ou d'une menace
potentielle, une révocation immédiate des droits d'acces concernés est
effectuée. Par exemple, si une tentative d'accés non autorisée est détectée,
I'acces de l'utilisateur concerné est immeédiatement révoqué, limitant ainsi les

risques de compromission.
o Gestion des patches :

e« Mesure : Processus automatisé de gestion des patches pour garantir la
seécurité.
- La mesure consiste a automatiser le processus de gestion des patches, en
mettant en ceuvre des solutions qui identifient, téléchargent et appliquent les
patches de sécurité de maniere systématique. Cela garantit que tous les

systémes critiques restent a jour en termes de sécurité.

e Procédure : Application réguliére des patches de sécurité avec des tests
préalables.
- La procédure inclut la planification réguliere de I'application des patches de
sécurité. Avant leur déploiement, des tests préalables sont effectués pour
s'assurer que l'application des patches n'entrainera pas de dysfonctionnement
ou d'incompatibilité avec d'autres composants du systéme. Une fois les tests
réussis, les patches sont appliqués de maniére réguliere, minimisant ainsi les

vulnérabilités potentielles.
8. Surveillance et Gestion :

e Outils de surveillance en temps réel :



e Mesure : Utilisation de solutions de surveillance pour suivre les performances
du réseau, des serveurs et des applications.
- La mesure consiste a mettre en place des outils de surveillance en temps réel
qui collectent et analysent continuellement les données de performances du
réseau, des serveurs et des applications. Ces outils fournissent une vue

proactive de I'état opérationnel de l'infrastructure informatique.

o Procédure : Alertes automatiques en cas de défaillance ou de comportement
anormal. Interventions rapides en cas de besoin.
La procédure implique la configuration d'alertes automatiques qui sont
déclenchées en cas de défaillance ou de comportement anormal détecté par
les outils de surveillance. En recevant ces alertes, I'équipe de gestion peut
intervenir rapidement pour résoudre les problémes avant qu'ils n'affectent
gravement les opérations. Par exemple, en cas de baisse soudaine des
performances du serveur, une alerte est générée, déclenchant une

investigation immeédiate et des actions correctives.
e Gestion des incidents :

e Mesure : Procédures documentées pour la gestion des incidents de sécurité
avec des équipes dédiées.
- La mesure implique I'élaboration et la documentation de procédures détaillées
pour la gestion des incidents de sécurité. Ces procédures doivent étre
clairement définies, accessibles a I'ensemble du personnel concerné, et
régulierement mises a jour pour refléter les dernieres bonnes pratiques en
matiere de sécurité. La documentation devrait inclure une liste exhaustive des
types d'incidents possibles, des responsabilités des équipes impliquées, des
étapes spécifiques a suivre lors de la détection d'un incident, et des critéres de

classification des incidents en fonction de leur gravité.

e Procédure : Activation immédiate du plan d'intervention d'urgence en cas
d'incident majeur.

- En cas d'incident majeur, la procédure doit étre déclenchée immédiatement



pour minimiser l'impact sur la sécurité et la continuité des opérations. Un
exemple de procédure peut inclure les étapes suivantes :

- Déclaration de I'Incident,

- Evaluation de I'Incident,

- Activation de I'Equipe de Gestion des Incidents,

- Isolation,

- Communication Interne et Externe,

- Documentation Post-Incident.

Conclusion

En conclusion, le Plan de Continuité d'Activité élaboré pour FINPLUS va garantir la reprise et
la continuité de ses activités a la suite d'un sinistre ou d'un événement perturbant son

fonctionnement normal.



